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Out of CAOCs comes order 

Mark Hewish 

New technology and revised procedures are greatly enhancing the capabilities of Combined Air Operations Centers (CAOCs) and the (Joint) AOCs that perform the same function for the armed forces of a single country. Mark Hewish reports on the major US efforts in this field. 

The buzzword for this decade is going to be 'integration'. When you think of the basic principle of find, fix, track, target, engage and assess - this kill cycle that we talk about all the time - what's in every stage of that cycle? Command and control, intelligence, surveillance and reconnaissance [C2ISR]. This is about timely decisions, [and] knowing exactly where the target is well enough to do something about it. Why can't we do that today? Why aren't we integrated now?" 

So said General John Jumper, US Air Force (USAF) Chief of Staff, at the service's C2ISR Summit in April 2002. In a forthright assessment of the problems inherent in today's C2ISR organization within the USAF, he provided examples of what works and what does not. "We take a rap in the air force about having a 72-hour ATO [air tasking order] cycle. I railed against that a little; it is really not true. It's the planning cycle that is 72 hours; the execution cycle can be instantaneous. But there is a point to that argument. 

"I will use the example of the bridge over the Danube outside Belgrade. When the CINC [Commander-in-Chief] says: 'Let's hit the bridge', all airmen stand up and shout out 'Amen, hallelujah, we love that bridge. That bridge isn't going anywhere. We can plan to strike it for days. We can mensurate those co-ordinates down to the last brick. We can do Tier IV collateral-damage assessment'. We ship that all off to the B-2 guys in Missouri. They put it in their mission-planning system, take off, and 17 hours later that bridge is dead and there is nothing anybody can do about it. 

"If you say: 'Listen, I would really like to do that in two days instead of three', the system says: 'Whoa - I don't know if we can do that'. Because all the stovepipes in each segment of the chain have to work in separate ways to make it all happen. Certain tribes within each of those stovepipes have taken steps to make sure they can't be interfered with by any other segment. We have formed antibodies to integration. 

"But there is the other end of the spectrum - a counter-example. A place where we do it all really well. It's the F-15 and the AWACS [Airborne Warning & Control System]. 'Eagle one, you've got bandits, bullseye, zero four zero for forty'. The F-15 pilot takes the index finger of his left hand and puts it on the throttle quadrant, runs the radar cursor over the target, presses it, and the system locks on. 

"It is fairly important to shoot that guy down before he shoots you. You press that button, and pretty soon you've got target altitude, heading, airspeed and what kind of target it is. You put the little dot in the center of the circle. It flies you the perfect intercept. You don't have to run the cursor over it and say: 'Give me the altitude; let's do a web search for the airspeed; let's ask this stovepipe if we can have the heading'. If we can do that at the tactical level, if we can teach a machine to break down those stovepipes, why can't we do it at the operational level? 

"You go into an AOC today, and what will you see? Tribal representatives sitting down in front of tribal workstations, interpreting tribal hieroglyphics to the rest of us who are on watch. And then what happens? They stand up and walk over to another tribal representative, and reveal their hieroglyphics, which are translated by the other tribe into its own hieroglyphics and entered into its own workstation. What if machines talked to one another? That would break down the stovepipe...". 

Gen Jumper was no doubt playing devil's advocate, because many of the changes that he recommends are already being introduced. At an earlier summit conducted in April 1997, the USAF's senior leadership agreed to implement four far-reaching measures: develop a 'vision' for air and space C2; manage C2 as a 'weapon system' in its own right; introduce an evolutionary acquisition process for C2 systems; and modify existing programs as necessary to realize the vision. 

Decisions taken during that summit led to the establishment of what is now the Air Force Command and Control & Intelligence, Surveillance and Reconnaissance Center (AFC2ISRC), at Langley Air Force Base (AFB) in Virginia, to act as the service's lead agency in this field. The primary tasks assigned to the center are to integrate air and space C2, eliminate duplication of effort, drive towards commonality, and build an air and space C2 'roadmap' for the future. 

The AFC2ISRC also develops and manages a series of Joint Expeditionary Force Experiments (JEFXs) that combine live forces, models, simulations and evaluation of newly developed technology in a realistic warfighting environment. It established the Air Force Experimentation Office to co-ordinate the activities of the JEFXs, other exercises, wargaming and USAF battlelabs to eliminate duplication of effort. The large-scale JEFX field experiments, which now occur every two years, have been complemented since 2001 by smaller-scale Advanced Process and Technology Experiments that alternate with the JEFXs to reduce risk. 

CAOC-X joint venture 

In an effort to accelerate his integrated C2 vision, Gen Jumper directed that the Combined Air Operations Center - Experimental (CAOC-X) should be established as a joint venture between the AFC2ISRC and Air Force Materiel Command's Electronic Systems Center (ESC). CAOC-X (now formally known as the AF C2 Transformation Center), located at Langley AFB, brings together teams of users, developers and testers in an effort to break down the traditional 'tribal stovepipes'. The center acts as a 'pathfinder', providing a forum for government and industry experts to collaborate on the rapid development and testing of new technologies and processes before they are implemented in an operational AOC. 

The USAF adds that CAOC-X has also helped to bring discipline and structure to the creative process. Under the direction that AOCs be managed and operated as a weapon system, all equipment and software must be evaluated for their suitability and effectiveness before being fielded. This also allows AOCs worldwide to maintain a consistent engineering baseline and configuration control, and begins to standardize other aspects such as training and maintenance. 

However, CAOC-X is more than just a center for innovation. Over the past two years its staff have worked with Central Command (CENTCOM) operators to 'wring out' many of the capabilities planned for operational introduction in the initial Block 10 CAOC at Prince Sultan Air Base (PSAB) in Saudi Arabia, which oversaw enforcement of the no-fly zone over Iraq during Operation 'Southern Watch' and runs air operations over Afghanistan as part of Operation 'Enduring Freedom'. Additionally, the CAOC-X team was called on during 2002 to provide direct assistance in rapidly designing, building and installing CENTCOM's alternate AOC at Al-Udeid Air Base (AUAB) in Qatar. This facility, completed in January 2003, is the most advanced to become operational so far and has supported Operation 'Iraqi Freedom'. 

A typical AOC contains approximately 80 unique C2 systems, for which the Theater Battle Management Core Systems (TBMCS) acts as the 'engine'. TBMCS provides the Joint Force Air and Space Component Commander (JFACC) and subordinate staff with an integrated set of software applications that allows them to plan, direct and control all theater air operations, and to co-ordinate their activities with ground and maritime elements. It combines three 'legacy' systems - the Contingency Theater Air Planning System, the Combat Intelligence System and the Wing Command and Control System - into a single, integrated system with common databases and software tools. Compared with the systems that it replaces, TBMCS can generate ATOs containing three times the amount of information about sorties and targets, in half the time and requiring one-third fewer planners. 

At the force level, TBMCS brings together intelligence, imagery and information to generate a common operational picture in AOCs and the Air Support Operations Centers that deploy with ground forces. At the unit level, it provides the tools to conduct final mission planning and execution in wing, squadron and maintenance operations centers. TBMCS is currently deployed to 20 AOCs worldwide, more than 300 other sites (mainly squadron and wing commands), and aboard four US Navy (USN) command ships and 12 aircraft carriers. Within the US Marine Corps, TBMCS is installed in the Tactical Air Command Center and remote sites throughout the Marine Air-Ground Task Force. 

TBMCS, developed and integrated by Lockheed Martin Mission Systems under an eight-year contract worth US$450 million, incorporates more than six million lines of program code covering 40 applications and 500 functional segments. In November 2000, following operational test and evaluation involving all the US services, the Joint Configuration Management Board in the Department of Defense designated TBMCS as the "system of record" to be used by all combatant commanders conducting air operations. The evaluation simulated a 10-day air war, during which TBMCS executed more than 2,500 missions - involving an average of 4,500 air sorties - per day. This was more than on any day during the 1990-91 Gulf War or the conflict in Kosovo, and exceeded the requirement for the system to handle 1,500 missions and 3,000 sorties daily. 

Lockheed Martin continues to enhance TBMCS under a series of increments and spirals, allowing it to be updated regularly. This process applies to all four stages of the C2 cycle: monitoring (providing situational awareness), assessment (evaluating friendly and enemy capabilities), mission planning and execution. The first spiral took nine months to complete, but the goal is to reduce this to six months. This requires system developers and testers to work on two spirals concurrently, which are deployed within 30 days of their completion. The software changes necessary to update an AOC from one spiral to another typically take only a few hours to load. 

Automation and web-enabled systems 

The two main thrusts focus on automating processes that have traditionally been performed manually, which reduces both the time and the number of personnel required; and moving from a computing architecture based on the Unix operating system to 'web-enabled' applications, employing Windows running on personal computers (PCs). 'Web-enabling' refers to the use of mark-up languages such as HTML and XML to present information gleaned from various sources within an 'information enterprise'. Lockheed Martin and the ESC have worked with specialist companies such as Accenture to bring commercial expertise to this process. Users can now access TBMCS information services, data repositories and mission applications from a PC or laptop computer, using a standard browser such as Netscape Navigator operating over the secure Internet, from virtually anywhere in the world. 

In the initial version of TBMCS, only about 5% of its functionality was web-enabled. This has risen to 67% now, and is due to reach 77% next year. The number of Unix servers in an AOC has accordingly declined from approximately 27 to an average of three to five. 

The initial Version 1.0.1 of TBMCS has been succeeded in turn by Version 1.0.2, which became the system of record in May 2001; by Increment 1.1 (May 2002); and by Spiral 1.1.1 (November 2002). The last of these introduced an enterprise application server that supports the deployment of further advanced web-based applications using XML, HTML, Enterprise Java Bean (EJB) and other tools. For example, the ATO and airspace control order (ACO) are now generated in XML format. EJB-based information services act as an 'isolation layer' between applications and databases, so that users do not have to be familiar with the quirks of individual system components. 

Spiral 1.1.2, which is scheduled for introduction this month (May) or next, includes the transfer of the Global Command and Control System Integrated Imagery and Intelligence (GCCS-I3) system from Unix to PCs. GCCS-I3 establishes and maintains the enemy order of battle (EOB) for ground, air and maritime forces, and stores imagery. Spiral 1.1.2 also incorporates a PC-based implementation of the Joint Targeting Toolbox, which takes the EOB and adds targeting functions. The complementary PC-based Joint Munitions Effectiveness Manual performs 'weaponeering', which lists the appropriate munitions and delivery systems for each target. 

Spiral 1.1.3, planned for introduction in May 2004, will include standardization on Sun Microsystems Solaris 8 computers (the USN has until now used HP-based platforms). Other changes involve web access to the Joint Defensive Planner, which assesses friendly defenses (such as coverage areas for Hawk and Patriot surface-to-air missile [SAM] systems) and conducts inbound threat analysis; and the Airspace Deconfliction tool, which generates the ACO containing information such as the orbits to be flown by surveillance aircraft and the ingress routes for strike packages. In addition, Spiral 1.1.3 is planned to include some initial capabilities for machine-to-machine integration of air (TBMCS) and space (SBMCS) C2 systems. Spiral 1.1.4, to be fielded in May 2005, will introduce further enhancements to information services, applications, infrastructure and security. Increment 2.0, following six months later, is planned to include the initial implementation of Network Centric Enterprise System tools, together with a complete redesign of the current planning/replanning tools. 

The ability to introduce enhancements to TBMCS and similar systems as software 'patches' allows urgently needed upgrades to be implemented outside the formal spiral cycle when their worth has been demonstrated during experiments. Some of these have resulted from JEFX 02, conducted last August and September, which also formed the USAF's contribution to the concurrent Millennium Challenge 02 experiment run by US Joint Forces Command. The USAF provided the air/space component for the latter effort and demonstrated the Global Strike Task Force (GSTF) concept. Both experiments focused on 'effects-based operations', with JEFX 02 concentrating on exploring the advanced processes and technologies needed for improving operations against time-critical targets (TCTs); intelligence, surveillance and reconnaissance management (ISR-M); and expeditionary AOC operations. 

Prototype integration 

These various aspects were integrated into a prototype Joint Air and Space Operations Center (JAOC), at Nellis AFB in Nevada, modeled on the Block 10+ AOC at PSAB. This made use of web-enabling to the greatest degree possible, resulting in a compact 'AOC Light' - with a maximum of 100 users per shift, able to generate up to 250 mission and 500 sortie ATOs per day - that could be operational within 24 hours of arriving on site. 

JEFX 02 included seven initiatives: 

- Theater Space Control, a classified program to provide the JFACC with tactical control of space assets; 

- Predictive Battlespace Awareness, which enables the JFACC and his staff to correctly anticipate future conditions, assess changes, establish priorities and exploit new opportunities, while mitigating the impact of unexpected actions by an adversary; 

- Suter II, a classified program that compresses the front end of the 'kill chain' against TCTs by co-ordinating the operation of ISR sensors. This permits the identification and geolocation of mobile high-value SAM systems and their associated C2 nodes, together with the generation of 'actionable' information for the TCT cell and for lethal and non-lethal shooters; 

- Panther Den, another classified effort that provides the JFACC with additional capabilities and increased awareness for information operations (see IDR 3/2003, p79-83); 

- Special Operations Forces Blue Force Tracking/Special Team Sensor (BFT/STS), which provides automated tagging, tracking and location of friendly forces, together with two-way messaging, for TCT and C4ISR applications. Users in the CAOC can query on-scene forces, and either they or the special teams can request action or the supply of ISR information in either direction. BFT/STS assists combat identification, battle-damage assessment and combat search and rescue; 

- Combat Rescue 2007, which integrates rescue systems and processes within the C4ISR collaborative environment at the operational and tactical levels. The objective is to assign survivors and evaders a status as TCTs and to conduct combat rescue missions using TCT processes; and 

- the MAAP (Master Air Attack Plan) Toolkit, a software application developed by the USAF's Command & Control Battlelab in collaboration with Intelligent Software Solutions (ISS), which allows operators to use electronic rather than paper maps so that they can graphically develop their plan on a computer. 

Expanded WebTAS 

The new toolkit expands the in-service Web-enabled Timeline Analysis System (WebTAS [which ISS developed in conjunction with Northrop Grumman's Logicon business]), so that it can access existing real-time databases provided by other AOC cells and extract relevant information. This can include weather reports, theater maps, lists of available aircraft and munitions, and potential targets. It then displays these inputs in near-real time, using multiple screen windows. 

Planners use the toolkit to build strike packages by 'dragging and dropping' assets, aircraft and munitions from one menu to another. As aircraft are assigned to a package, their numbers are deducted from the availability lists. The planners can then assign a time and a target to each package, at which point its color changes on the map. 

The toolkit reduces errors in compiling the MAAP, and allows it to be reviewed on screen before it is translated into the ATO. Animated representations of each aircraft 'take off' at their scheduled times and move across the display with their correct relative real-world speeds. During JEFX 02, the MAAP and ATO production cycles - which normally run consecutively, each taking 12 hours - were implemented concurrently and required a total time of only about eight hours. 

JEFX 02 included a demonstration, as part of the MAAP Toolkit, of a web-enabled interface developed by the C2 Battlelab under its Weather Access for Visualization and Exploitation (WAVE) initiative. The lab, in partnership with the Air Force Research Laboratory (AFRL) and with the support of the ESC, is developing an application program interface that allows WAVE to access XML-tagged, decision-quality, geo-referenced information in the Joint Weather Impact System's Environmental Data Cube. 

Another C2 Battlelab initiative, Speech Interface for Data Exploitation and Retrieval (SPIDER), uses advanced speech-recognition technology - including modeling techniques for natural language understanding - to enhance WebTAS. SPIDER provides a simple and intuitive voice interface for data access, retrieval, exploitation and visualization of the JAOC Viewing Environment (JIVE) Datawall and the MAAP Toolkit. 

Additional recent initiatives conducted by the C2 Battlelab include the following: 

- Fighter Air C2 Enhancement (FACE), to permit direct communications and data transfer between fighter aircraft and AOCs at beyond-line-of-sight ranges; 

- Video Imagery Capability Enhancement (VICE), to make sensor inputs from the Predator unmanned aerial vehicle (UAV) more useable by operators in the AOC and Distributed Ground Station (DGS); and 

- B-52 Close Air Support Enhancement (BUFF CASE), a proof-of-concept demonstration to determine whether B-52 bombers and Tactical Air Control Parties can interchange nine-line messages by incorporating Improved Data Modems in their communications systems. 

JEFX 02 included operation of the Paul Revere flying testbed (a modified Boeing 707), acting as a concept demonstrator for the battle-management and C2 (BMC2) capabilities that the USAF plans to implement aboard the E-10 Multi-sensor Command-and-Control Aircraft (MC2A) based on the Boeing 767-400 airliner. Paul Revere incorporated a 'TBMCS Lite' configuration, designed for use at sites handling a reduced number of missions, which has also been introduced into the CAOC at Incirlik in Turkey where it ran Operation 'Northern Watch' over Iraq. 

The USAF leadership is considering how to proceed with further enhancements of its AOCs, with emphasis on achieving true integration of systems rather than mere interoperability. Close liaison with the US Army, Navy and Marine Corps is also expected to lead to a greater degree of 'jointness' in future implementations. 

The Block 10+ AOC standard is now operational at PSAB and AUAB. The service had earlier planned to progress through Block 20, incorporating additional facilities, to a Block 30 standard - also known as the Advanced Technology Air and Space Operations Center (AT AOC) - that introduced 'leap-ahead' technologies. However, it now plans to implement the Block 10+ at sites worldwide, with those in each theater of operations incorporating additional aspects tailored to their local geopolitical conditions, mission requirements, and constraints on the degree of ATO releasability to different allies and coalition partners. 

Command-and-Control Constellation 

Whatever emerges as the future AOC will form the 'senior element' of the planned Command-and-Control Constellation (C2C). This will incorporate command centers, including the DGS and MC2A in addition to AOCs; sensor platforms, such as the Global Hawk UAV, MC2A and others carrying moving-target-indication (MTI) radars, eventually to be augmented by the Space-Based Radar; and a network infrastructure encompassing air, ground and space nodes. 

The future AOC is intended to fulfill multiple applications ranging from expeditionary warfare to force protection. In particular, it will support the GSTF and Homeland Security concepts of operations. Fixed installations will be complemented by deployable JAOC-type facilities, shipboard implementations and airborne components, including 'smart kneeboards' based on personal digital assistants for use by aircrew. 

The USAF is expected to award multiple contracts in July 2003 for initial studies of the BMC2 Spiral 1 subsystem that is planned to equip the MC2A. A contract for the system development and demonstration phase, worth approximately US$200 million (which could increase to about US$550 million over five years), is anticipated for March 2004. The first flight of the complete MC2A system is scheduled for July 2008, with the initial production aircraft entering service in Fiscal Year 2012 (FY12). 

The aircraft, carrying the MTI sensor being developed under the Multi-Platform Radar Technology Insertion Program (MP-RTIP), will augment and replace current BMC2 and sensor platforms such as the E-8 Joint STARS, EC-130H Compass Call, RC-135 Rivet Joint, U-2, and EC-130 Airborne Command-and-Control Center. The use of an integrated command platform that can handle every stage of the decision cycle rapidly is intended to reduce the end-to-end time from 'find' to 'assess' to less than 10 minutes. 

In parallel with its AOC enhancements, the USAF is pursuing a 10-year effort to transform the Air Force Distributed Common Ground System (AF DCGS) to an advanced-technology ISR information-processing architecture based on commercial and government off-the-shelf components. The AF DCGS conducts tasking, processing, exploitation and dissemination (TPED) of ISR information for delivery to the JFACC. 

DCGS Block 10.1, due to become operational in the fourth quarter of FY03, introduces enhancements to existing capabilities that were found to be necessary as a result of experience during Operation 'Enduring Freedom'. The next iteration, DCGS Block 10.2 Multi-INT Core, is scheduled to follow a year later. This will integrate multiple intelligence systems into a single, worldwide, networked ISR 'enterprise' that is intended to provide time-critical, decision-quality information. The effort will include the integration of inputs from multiple sources and platforms to enhance situational awareness; collaboration among analysts, mission managers and warfighters; the introduction of web-based technology for information dissemination; and the implementation of a next-generation line-of-sight communications relay. 

The Multi-INT Core will replace existing facilities for measurement and signature intelligence, imagery intelligence and all-source analysis, using a Multi-INT Workstation to retrieve, display and manipulate processed data. The system will interface with TBMCS in the AOC to provide access to web-based tools and other facilities. 

The Block 10.2 effort will constitute the initial delivery of the Advanced Technology Distributed Ground System. It will include the establishment of a Distributed Ground System Experimental (DGS-X), integrated with the Transformation Center at Langley AFB, to reduce risk. Operational implementations are planned for the five 'Sentinel' DGS sites: two with worldwide responsibility, at Langley and at Beale AFB in California; and three regional centers, at Osan (Republic of Korea), Ramstein (Germany) and Hickam (Hawaii). Block 10.3, with an expanded suite of analysis tools, is expected to enter service towards the end of FY06. An airborne variant of the DCGS will perform TPED aboard the MC2A. 

PHOTOS:

	

	A major CAOC feature is the elaborate use of (very) large screen displays. Digital large screen display technology is coming from companies such as 3M Corporation of the US and Belgium-based Barco. 3M's Digital WallDisplay product line combines the qualities of a multimedia projector, digital whiteboard, dry-erase board, interactive touch screen, desktop monitor, overhead projector and flat-screen display into one, the company claims. It would also be highly suited to facilitate and support multi-location conferences, 3M said. 

Barco is offering solutions for air-defense and air operations command centers and briefing rooms that allow the running of high-resolution applications in a well-lit workroom environment, opposite a group of users who are close to the screen. The applications include functions such as simultaneous display from many sources, the capability to operate several applications on the screen in parallel, and frequent swapping of displayed sources. The sources are displayed in a window format, with the ability to display a number of layers with differing overlaps. Any picture may be displayed at any location and in differing sizes on the display screen, using flexible control from the workstations. 

Operators can interface with the large-screen display using their keyboard/mouse, but also via pen-based interfaces (pen with mouse functionality) and/or whiteboarding (writing on imported geographical maps or tactical charts). It is also possible to interface with touch panels, personal digital assistants or tablet PCs. 

The Barco technology offers a flexible design in a linear or curved set-up with extension possibilities; requires minimal installation depth for non-fixed installations; and is easy to maintain, the company said. 




	

	The USAF is introducing new hardware and software that allows the staff in a CAOC to 'manage' air power, rather than merely plan and monitor operations. Requirements for the TBMCS installed in AOCs and at the unit level include the ability to support "unconstrained force tailoring" across theater boundaries; allow the JFACC to view and control all aspects of ATO planning and execution; provide access to the latest theater intelligence; and permit closer integration of operations at the force and wing levels.
(Source: USAF) 


	

	Web-enabling has allowed users at remote sites to gain access to TBMCS from laptop computers, using standard browsers such as Netscape, permitting 'Ultra-Lite' implementations that were impossible with the original Unix-based versions. The AOC Portal illustrated here provides access to almost the entire range of TBMCS functionality. Remote installations are designed to accommodate the realities of tactical operation. For example, they may have to function at data rates of only 9.6kbit/s in a ship-to-shore application.
(Source: Lockheed Martin) 


	

	TBMCS web-based services include the highly interactive 'Raptor-Viz' map illustrated here, together with the Remote Access Mission Planner, the ATO/ACO Tool, and Web Air Request Processing. The last of these pairs requests for immediate close air support - normally from forward-deployed ground forces - with the available capabilities. The Theater Air Planning tool that creates both the ATO and the more comprehensive Air Battle Plan (which includes operations by weapons such as the Tomahawk cruise missile and ATACMS battlefield support missile) will also transfer from Unix servers to PCs.
(Source: Lockheed Martin) 


	

	The mission-execution phase of the C2 cycle in TBMCS has been assigned the highest priority in transitioning to a web-based approach. Facilities include the ability to monitor the status of missions and air bases, using a color-coded tabular format and a display showing timelines, as illustrated here. Holding the cursor over a particular mission brings up additional information about the aircraft and its payload (weapons or a reconnaissance pod, for example), and other details.
(Source: Lockheed Martin) 


	

	JEFX 02 included daily operations by the F-117 IRRCA (Integrated RTIC/RTOC [real-time information into/out of the cockpit] for Combat Aircraft) testbed, which demonstrated the receipt and transmission of mission and target data via satellite. This allows pilots to replan missions while en route - which is of particular benefit when engaging time-critical targets - and to pass strike imagery back to ground centers for immediate battle-damage assessment. Further work on IRRCA, an initiative of the AFRL's Sensors Directorate, includes integration with Link 16.
(Source: USAF) 


	

	The convergence of ISR and C2 functions will result in a future C2 Constellation that brings together airborne platforms and surface sites into a common infrastructure. For this to be effective, concepts of operation must evolve to accommodate experience gained during operational use. For example, the deployment of the Global Hawk UAV over Afghanistan quickly saw an expansion from reconnaissance of preplanned collection points to more responsive surveillance and targeting support. An exploitation center was installed at the same site as the UAV's Mission Control Element - which was located 1,600km from the CAOC at Prince Sultan Air Base in Saudi Arabia - to handle 'pop-up' targets discovered by the vehicle while in flight. This forward-based center quickly became overloaded with inputs. In response, the USAF and its supporting contractors rapidly implemented a federated approach to parcel out responsibilities for different aspects of a mission.
(Source: Northrop Grumman) 


	

	The MC2A will act as an airborne AOC, performing on-station image/data fusion, decision-making, target tasking and battle management. Wideband datalinks will allow the MC2A and CAOCs to 'pull' data from ISR platforms such as the RC-135 Rivet Joint, E-8 Joint STARS (together with the MC2A's own ground surveillance radar) and the Global Hawk UAV for initial cueing, target location, strike support and battle-damage assessment. The Network-Centric Cooperative Targeting advanced concept technology demonstration, due for completion in FY05, is developing candidate system elements.
(Source: USAF) 


	

	The USAF is taking delivery of 20 prototype ROBE (Roll-On Beyond-line-of-sight Enhancement) installations to link airborne platforms such as KC-135R Stratotankers into ground-based C2 systems. Modern Technologies Corp, ARINC Engineering Services and Northrop Grumman Information Technology have jointly developed ROBE under a US$17 million contract. The pallet-mounted suite of electronics can be installed on any tanker or cargo aircraft at short notice.
(Source: USAF) 
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